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1. Multi-Object Tracking

 Goal

• locate the positions of interested targets, 

maintain their identities across frames and 

infer a complete trajectory for each target.

 Difficulties 

• Limitation of camera field-of-view.

• Tracking failures in complex scenarios such as 

poor light conditions and background clutters.
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 Key Insights

• A wider vision brings more information.

• Singular modality is biased while multimodality 

complements each other.

 Solutions

• Propose a MultiModality PAnoramic multi-

object Tracking framework (MMPAT).

• Take 2D 360◦ panorama images and 3D LiDAR 

point clouds as input and generate trajectories 

for targets by multimodality collaboration.
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 2.1 The Proposed Framework



 2.2 Object Detection in Panorama Image
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 2.2 Object Detection in Panorama Image

• Panorama image split: 

Split the panorama image 𝐼𝑡 into N image slices ℐ𝑡 = 𝐼𝑡
𝑛

𝑛=1
𝑁 along the 

width dimension with an overlap of 0.2.

• Cascade object detector:
Detect objects in each image slice by a deformable convolution network, 

a region proposal network and a cascade detection header.

• Detection merge:
Merge detection responses from all the image slices by non-maximum

suppression (NMS): ℬ𝑡 = 𝑁𝑀𝑆(ℬ𝑡 1 ,… , ℬ𝑡(𝑁)).

2. Panoramic Multi-Object Tracking by Multimodality
Collaboration



 2.3 Multimodality Data Fusion

• Perform instance segment in the 2D bounding box to filter out the 
background clutters.

• Collect 3D points of the target based on 3D-to-2D projection.

𝒫 = ℎ ∀ℎ ∈ Ω𝑝𝑡𝑐 , 𝑖𝑓𝜌(ℎ;𝑀) ∈ Ω𝑏𝑜𝑥
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• Obtain the 3D location 𝑙𝑡
𝑣 of detection 𝐵𝑡

𝑣

by averaging the 3D points of detection 

𝐵𝑡
𝑣.



 2.4 Data Association

• Affinity Measurement:
𝐴 𝑢, 𝑣 = 𝜓 𝑎𝑝𝑝 𝒯𝑡−1

𝑢 , ℬ𝑡
𝑣 + 𝜓 𝑚𝑜𝑡 𝒯𝑡−1

𝑢 , ℬ𝑡
𝑣 + 𝜓 𝑙𝑜𝑐 𝒯𝑡−1

𝑢 , ℬ𝑡
𝑣

• Appearance similarity: 𝜓 𝑎𝑝𝑝 𝒯𝑡−1
𝑢 , ℬ𝑡

𝑣 =
σ
∀𝑘∈𝜏𝑡−1

𝑢 𝑒𝑘−𝑡∙𝛾(𝑎𝑘
𝑢,𝜙(ℬ𝑡

𝑣))

σ
∀𝑘∈𝜏𝑡−1

𝑢 𝑒𝑘−𝑡

• Motion affinity: 𝜓 𝑚𝑜𝑡 𝒯𝑡−1
𝑢 , ℬ𝑡

𝑣 = Τ𝑎𝑟𝑒𝑎(𝒪𝑡
𝑢 ∩ ℬ𝑡

𝑣) 𝑎𝑟𝑒𝑎(𝒪𝑡
𝑢 ∪ ℬ𝑡

𝑣)

• Location proximity: 𝜓 𝑙𝑜𝑐 𝒯𝑡−1
𝑢 , ℬ𝑡

𝑣 = σ𝑘∈𝜏𝑡−1
𝑢

𝜎𝑡(𝑘,𝑡)∙𝜎𝑙(𝒯𝑡−1
𝑢 𝑘 𝑙𝑜𝑐,𝑙𝑡

𝑣)

𝜏𝑘
𝑢
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• Bipartity Graph Matching:

𝑋∗ = argmax
𝑋

𝐴⨀𝑋 2 , 𝑠. 𝑡. ∀𝑢,𝑋 𝑢, : ≤ 1, ∀𝑣,𝑋 : , 𝑣 ≤ 1,



 2.5 Trajectory Inference

• Detection ℬ𝑡
𝑣 does not match 

with any trajectories.

• Trajectory 𝒯𝑡−1
𝑢 is matched with 

detection ℬ𝑡
𝑣.

• Trajectory 𝒯𝑡−1
𝑢 does not match 

with any detections.
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 2.6 Experiment:
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 2.6 Experiment:
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2. Error-Aware Density Isomorphism Reconstruction for 
Unsupervised Cross-Domain Crowd Counting

 2.6 Experiment:



Thank you!


